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1. INTRODUCTION AND NOTATION

Let (Q, .rzf, P) be a probability space and I ~ s ~ OCJ, If IRk is endowed
with the euclidean norm, denote by Sf,(Q, .rzf, P, IRk) the system of all
.rzf-measurable X: Q -> IRk with IIXII., < 00, where IIXII, = (J lXI' dp)l/' for
I ~ s < CJJ and IIXII,. = inf{ c > 0: IXI ~ c P-a.e.},

Let X n E 2'2 (Q, .rzf, P, IRk), n EN, be a sequence of independent and iden­
tically distributed (i.i.d.) random vectors with positive definite covariance
matrix V. Put S,~=(l/~) V-'/2(I~~J (X,,-P[XVJ)), where P[XvJ=
JX, dP. Let .rzf" = a(X 1 '00" X n ) be the a-field generated by Xl '00" X w If ({J E:t'l
(Q, ,re/, P, IR), let

d,(({J, ,rzf,,) := inf{ Ilip -ljJli 1: IjJ .rzfn-measurable},

the II II ,-distance of ip from the subspace 2'1(Q, .rzf,., P, IR).
Let ifJ be the distribution function of the standard normal distribution in

IR. According to a well-known theorem of Renyi we have for each ({J E:t'J
(Q, ,rzf, P, IR),

sup IP[1 is; ~ I: ({J J- ifJ(t) P[({J JlnE N -> O.
fE R

In this paper we investigate convergence rates of these expressions. In [4,
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Corollary 3], it was shown that, for i.i.d. X" E 2',(Q, .vi, P, IR) and lp = I B

with BEd, we have

d\(lp, d,,) = O(n- I/2(lg n)fJ)

=>sup IP[I is:~I}lp] - C/}(t) P[lp]1 = O(n 1/2);
tE ~

= O(n 1/21g 19 n);

=O(n 1/2(lgn)li+1/2);

fJ < -~

fJ = -~

fJ > -~,

(I)

these convergence rates being optimal. It seems desirable to obtain the
implication (I) for more general functions lp than indicator functions. If,
e.g., lp is a density of a probability measure Q Id with respect to P I.vi,
implication (I) yields a convergence order for SUPIE ~ IQ(S,; ~ t) - C/}(t)l.
Unfortunately implication (I) is not true any more for arbitrary densities lp:

Example 1 shows that even if d 1(lp, .vi,,) = 0 for all n E N and X" is standard
normally distributed, implication (I) "extremely" fails. It turns out that we
need suitable moment conditions for lp and X" to guarantee implication (I).
We prove that (I) holds if lp E 2';.(IR) and X" E ~(IR) where r = 00 if s = 3
and r> 1+ 1/(s - 3) if s> 3. Example 5 shows that these moment con­
ditions are essentially optimal. We prove our result for IRk-valued X" and
replace, moreover, I is: ~ t} = I (fC,Il DS,~ by /0 S,; with Berry-Esseen

functions f: IRk -> [ - I, I] (see Theorem 4). This result yields, e.g., con­
vergence rates for

sup sup IQ(S,;EC)-C/}o,/(C)I
QEll CE(r,

where !!2 is a family of p-measures dominated by P, 'fj is the class of all con­
vex measurable sets of IRk, and C/}O,/ is the standard normal distribution of
IRk (see Corollary 6). Furthermore we prove a corresponding result
(Theorem 7) using the II lIr-distance

dAlp, .vi,,) := inf{ Illp -1jJ1Ir: IjJ .l:1,,-measurable}

instead of the II III-distance d I(lp, .W',,). Examples show that the convergence
rates in this theorem as well as the moment conditions are optimal. We
often write P(S,;~t, lp) instead of P[I{s:~I)lp] and C/}o,/[f] instead of
Sf(x)C/}o,/(dx). Furthermore F,,(x)=P{S,~~X},xEIR\denotes the dis­
tribution function of S';. If Xl E 2",(Q, d, P, IRk) has positive definite
covariance matrix V, we write
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If we write c = c(., ., .) the parameters in the bracket are the only
parameters the constant (c> 0) depends upon.

In Section 2 we present our Results, in Section 3 we prove the Theorems
of Section 2, and in Section 4 we prove the counterexamples of Section 2.
Section 5 contains all auxiliary lemmata.

2. THE RESULTS

The following Example I shows that implication (I) does not hold for all
cp E :t'1(Q, .<d, P, IR).

1. EXAMPLE. Let X n , n EN, be i.i.d. and standard normally distributed
in IR. Then there exists 0 ~ cp E:t'l such that

and

(i) for all n EN

(ii)
I

IP(S: ~ 0, cp) - <P(O) P[cp]1 :;:, c (lg n)2' n:;:' 3.

To formulate our results we need the following definition.

2. DEFINITION. Let X n E:t':J(Q, .<d, P, IRk), n EN, be i.i.d. A function
f IRk --> [ -I, I] is a Berry-Esseen function iff1 is Borel-measurable and

If l(ax+h)(Fn-<Po.l)(dX)! ~ ~~

where cf= cU, P 0 XI)'

3. Remark. Let X nE :t',(Q, .<d, P, IRk), n EN, be i.i.d. with positive
definite covariance matrix.

(i) If f IRk --> [-I, I] is a Lipschitz function (i.e., I/(x)- l(y)1 ~

c Ix - YI), then 1 is a Berry-·Esseen function with cf= c(k) . c· P3 (see [I,
Theorem 17.8, p. 173]).

(ii) Iff:= Ic, with C c IRk convex and Borel-measurable, then 1 is a
Berry-Esseen function with cf=c{k)· P3 (see [I, Corollary 17.2, p. 165]).

4. THEOREM. Let XII E~(Q, .<d, P, IRk), n EN, he i.i.d. with positive
definite covariance matrix, where 3~ s < x. Let He :£,.(Q, .<d, P, IR) with



102 LA"<DERS A"<f) ROGGE

SUP",E If Ilrpll, < x. Assume that r = x if ,\ = 3 and r> 1+ 11(.1' - 3) if .I' > 3.
Let ,"F he a family of Berry Esseen functions f: [l;£k -> [ - I, 1J with sup/, 7

c/<x. Then sUP,pcl/dJrp"w,,)=O(n '(lgn)/i) implies

sup IP[ U S,;)(P J- <PIIJ[f] P[ (P JI
Ie -7.,(jJ F f-I

=O(n 1,2 ); Cf. = 1, Ii < 1
--C)

= O(n 1,21g Ig n); X=Lli= 1_..~

=O(n 12(lg n )/1 t 12); x=1.li> 1-2

=O(n '(lgn)/I+,); 0< x < 1,

The convergence rates of the preceding Theorem are optimal. This can
be seen from Examples, given in [4], where even H = {1B) for some fixed
BE "if, ,¥ = [1 ( / ,Ill:' k = I, and X" E 2'/ . Example 5 will show that the
moment assumptions on rp and X" in Theorem 4 are essentially optimal.

A thorough examination of the proof of the dl-inequality of Section 2
shows that if r = I + 1/(.1 - 3) (.I> 3) Theorem 4 also holds for the follow­
ing cases: 0 <x < 1 and Ii E [1;£; x = ~ and Ii <-.1/2; x = 1 and
(3??- -.1/2,1/(.1-2).

We do not know whether it holds for the remaining case, i.e., x = 1 and
- .1'/2 ~ Ii < -.1/2· 1/(.1 - 2). The following example shows that for
r < I + 1/(.1' - 3) (.I' > 3) all four convergence orders given in Theorem 4
cannot be achieved any more. This example works with k = I,
.'F = { I ( x .11] ), and H = {(P ).

5. EXAMPLE. Let .I' > 3 and r < 1+ 1/(.1' - 3). There exist i.i.d.
X" E ~([I;£), n E N, a function rp E .sP,.( [1;£), and t I , t 2 with 0 < t I < ~ < t 2 such
that

(i) d](rp,.w,,)=O(n e,), and

(ii) IP(S,; ~ 0, rp) - <P(O) P[(P JI ??- cn f[ for sufficiently large n.

This example shows that if r < I + 1/(.1 - 3) the convergence results of
Theorem 4 are not true for each pair (IX, Ii) with IX = 1, fl E [1;£ and for each
(x, (3) with t] <IX<1, (3ER

6. COROLLARY. Let X" E 5.flJQ, .'71, P, [l;£k), n EN, he i.i.d. with positive
definite covariance matrix where 3 ~ .I' < CD. Let ;! ~ P he a family of
p-measures with densities rpQ,QE:2, such that SUPQf.J IlrpQII,<'x, Assume
that r=Xj i[s=3 andr> 1+1/(.1-3) i[s>3. Then suPQEjdl(rpQ"ci,,)=
O(n '(Ig n )11) implies
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=O(n 1/2 ); a =~, Ii < 3
-}

=O(n '21g 19 n); cx=LIJ= 3-,

=O(n 1/2(lg n)/l+ 3/2); cx=~,/j> 3-2

=O(n '(lgn)/i+'l); O<cx<~

where Cf,.. is the system 01' all Borel-measurable convex subsets 01' IRk.
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Corollary 6 follows directly from Theorem 4 with H = {cP Q: Q eEl} and
.:JF = {I c: C E (g}. Observe that .F is a family of Berry-Esseen functions
with sup {c/: f E.:JF } < CfJ (see Remark 3).

Another application of Theorem 4 works with H = {cpQ: Q E!!2} and
Y; = {f}, where f is a bounded Lipschitz function (see also Corollary 10).

In the following we use the II Iir-distance dr(cp, .~,) instead of dt(cp, '~n)'

Obviously dl(cp, '~n) ~ dr(cp, .~,); hence the assumption dr(cp, '~n) =
O(n'(lg n)!I) is stronger than the assumption dl(cp, ,,1,,) = O(n '(lg n)fI).

If, however, dricp, d;,) = O(dl(cp, .~,)) = O(n 'l(lg n)!I), then the following
Theorem yields better convergence rates under weaker moment conditions
than Theorem 4.

7. THEOREM. Let X n E~(Q, .~, P, IRk), n EN, be i.i.d. with positIVe
deJlnite covariance matrix where 3 ~ .I < x. Let He ::f,.(Q, .Y1, P, IR) with
SUP,pEH Ilcplir< CXJ, where r= 1+ 1/(.1-1) (i.e., l/r+ 1/.1'= I). Let Y; be a
family of Berry-Esseenfunctionsf: IRk --t [ -I, I] with SUP/E¥ c/< ex). Then
SUP"'EHdr(cp,.~,)=O(n "(lgn)/l) implies

sup IP[ (f] S,~ )cp ] - cPoAfJ P[ cp ] I
!F;-7',IPE If

=O(n 12 ); a=~,IJ< -1

= O(n 1/21g 19 n); a=~,fJ= -1

=O(n 12(lg n )/1 + I); a=~,/j> -I

=O(n 'l(lg n)/I); O<cx<~.

The following Example shows that the convergence rates in Theorem 7
are optimal (even if k = 1, H = {cp}, and .'7' = {I( x .O]}).

8. EXAMPLE. Let X" EY',(IR), n EN, be i.i.d. with positive variance and
let r ~ I. Assume that P XI = P (- XI) and that P XI is nonatomic.
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Then there exists a function <P = <P,Ji E .:.f,( [R;) such that

(i)

and

(ii) IP(S,~ ~ 0, <p) - cP(O) P[<p] I

~("n 1/21g Ig n; if :X=1,{3= -1

~c' n 1/2(lg n )/1 + I : if :X=1,{»-1

~("n '(lg n )/1; if O<:x<~

for sufficiently large n.

The next Example shows that the moment conditions on <P and X n in
Theorem 7 cannot be weakened.

9. EXAMPLE. Let .I ~ 3 and 1< r < 1+ 1/(.1 - 1). Then there exist i.i.d.
Xn E2,( [R;), n E N, a function 0 ~ <P E :1;.( [R;), and T with 0 < T < ~ such that

(i) dr ( <P, .cf,,) = 0 for all n E Nand

(ii) IP(S,; ~ 0, <p) - cP(O) P[<p] I~ cn - r for. sufficiently large n E N.

10. COROLLARY. Let X" E 2,(Q, .,,1, P, [R;k), n EN, he i.i.d. with positive
definite covariance matrix where 3~ s < C!-). Let ..:2 ~ P he a family of
p-measures with densities <PQ' QEd, such that supQE.:lII<PQII,< 00, where
l/r+ 1/.1= 1.

Then SUPQE.:l dr(<pQ' ..cf,,) = O(n '(lg n)/I) implies that fiH each Lipschitz
function f: [R;k -> [ -1,1]

sup IQ[f S,~] - cPoAfJl = O(n
QE.:l

= O(n

=O(n

12 Ig Ig n );:x = 1, fJ = -1

12(lgn)fi+ I ); :x=~,fJ>-1

O<:x<h.

Corollary 10 follows directly from Theorem 8 with H = l <PQ: QEd) and
g; = {f}. Observe that a Lipschitz function is a Berry-Esseen function (see
Remark 3).

Another application of Theorem 8 works with H = { <P Q: QEd} and
g; = {I c: C c [R;k convex and measurable} (see also Corollary 6).
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3. PROOF OF THE THEOREMS
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In this section we prove two inequalities which directly imply our main
results of Section 2, namely, Theorem 4 and Theorem 7.

(A) d,-INEQUALITY. Let X" E ~(~k), n EN, he Li.d. with positive definite
covariance matrix V, where 3 ~ s < 00. Let qJ E 5t'A ~) with r = 00 if s = 3 and
r> 1+ I/(s - 3) if s> 3. Let I ~k ~ [ -1, 1J he a Berry-Esseen function.
Then there exists a constant c = c( r, s, k) such that for all j ~ nl2

where c1 is the constant occurring in the definition of a Berry-Esseen
function.

Proof W.l.g. we may assume that P[X1J = 0 and V = I; otherwise con­
sider V- I

/
2(X,,- P[X"J), n EN.

Put Bv := d,(qJ, s1,) = inf{ IlqJ -ljJll,: ljJ dv-measurable}. According to
Shintani and Ando [5J there exist .W:-measurable functions qJ,.: Q ~ ~ with

Now let j and n with j ~ nl2 be fixed. Put

VE N. (1)

m(O) = 0,

If m( i) < j is defined let

(2)

m(i + 1) = j, (3)

otherwise let

m(i + 1) = min{ vEN: m(i) < v ~j, B,. < iBm!i)}' (4)

According to the inductive definition of m(i) given in (2 )-(4) we obtain
IE N u {O} and 0= m(O) <m(l) < ... < m(l) <m(l+ 1) = j with

1 ~ i~ I

o~ i ~ I, m(i) ~ v < m(i + 1).

(5)

(6)

By (5) and (2) we have

Emili ~ (1/4') IlqJll" o~ i~l. (7)
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l/Jm(ij==lfJm(ij-({Jmfi 1)' I :Si:(/+ I, where cpl>/(()j=O. (8 )

By (I) and (2) we have

l:(i:S/+l. (9)

Let L( ljI) be the left side of the asserted formula, i.e.,

L(ljI):= IP[U S,n ljIJ - tP()J[fJ P[ljIJI·

By (8) we have CP=CP-CP1+L::~: ljImlij'
Since III :( I this implies according to (1 )

I. I

L(cp):S21:;+ I L(ljIm(I)L
, I

(10)

In the following let Cv denote constants only depending on r, .1', and k.
Since I is a Berry-Esseen function, we can apply Lemma 2 for each

v= m(i). As I :S m(i) :( j:( nl2 for i = I",., / + I there consequently exists a
constant c 1 such that

As ljI m(1) is .w,nlil-measurable, we obtain by (II ) for I :( i:S / + I

Put Av:={IS,~I>p~/\J(s-l)klgv). For I:(i:(/+I we have

:( p~i\ J(s - I) k 19 m(i) P[ IljImliJi J + j IljI I>/II)S~'11)1 dP.
4/11(11

(II)

(12 )
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Hence we obtain from (12) for 1:( i:( / + 1

h ('I
L( ifi ",(I)) :( vi 2-----r= P[ lifi",lI) IJ

~n

! P~s !. .+ 2('1 vi (s - 1) k ;= -Im( I) Ig(m(l) + 2) P[ lifi ",(I)I J
In

. 1~' *+ (I 7 ~m(l) J Iifi",ill S"'(i)1 dP.
,,/ n Amlll

Now we prove the three relations

/ + 1 8
I PClifi",(iIIJ :(lllcplil

i= f -

/ + I .. (I JIg( v + 2) )
1~1 Jm(l) Ig[m(l) + 2J P[lifi"'(ill J:( ('2 Ilcplll + '~I V 1:,

1+ 1 ,

L Jm(i) J lifim(/IS~(/II dP:( C3P, IIcpllr'
i= 1 Amlll

From (10) and (13 )-( 16) we obtain the assertion as

-J2 ('I *II cp III :( 4cl ll cp II,

and

(

I JIg(V+2) )
p,ls. Ilcplll + I v 1:,

1',-,--1

(

r- I ~ ):( p~!' Ilcplll + -JIg 3 1:: 1 + 2 ,L
l

~-;--t-, 1::,

r-. . I JiYgv
:((I+-JIg3)p~!'llcpIII+2p~!' I -1:,.

V
\' = 2

'~( J ~ ):( (I + yllg 3) p, II(pll, + '~2 ~-;--V-, D" ,

where the last inequality follows from Icp III :( II cp II, and PI' ~ I.

Ad (14). We have by (9) and (7)
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( 13)

(14 )

( 15)

(16 )

/ + I / + I

I PClifimu)IJ:( 2 L <:"'(i
I':":: I i I

1

11=2 I EmU)
I~()
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Ad (IS). Put a l ,=",//1lg(/1+2), X"'lil= P[lljJmU)IJ, l~i~I+I, and
x,,=O elsewhere. Using that aj/1 is decreasing, we have al'~L~~1 (ajv)
and hence

/+ I

I Jm(i)lg[m(i)+2J P[lljJmu)IJ
i= 1

, a! I

= I ---.:: I X,,= I
v

\' = I Ji = \' V -= 1

Ig(v+2) I XI"

v
jl=\'

(17)

If m(i - I) < v~ m(i) and 1:(. i ~ I + I, we have according to (9) and (5)

I

I X"=X"'U) + '" +Xm(!+II=P[IIjJ",u)IJ+ '" +P[lljJm(!+I)IJ

(18 )

Hence we have

if m(i-I)<v<m(i) and I :(.i~l+ I, then by (18) and (6)

I 8 8
" v ~_[' ~-4c .L "11 "3 'mU 1)"3 Un

JI=V

(19)

if v = m(i) and 2:(. i:(. I + I, then by (18)

Ig(v+2) I xl,~lg(V+2)~3Emu II

V V
jl=V

8 Ig[m(i-I)+2J
~-3 C I EmU Ii' (20)m [- )

if v = m( I), then by (18) and (2)

19( v+ 2) f ~ 19( v+ 2) . 8 .
L X'I" -3 Eov V

Jl = v

Now (17), (19), (20), and (21) imply (IS). Therefore it remains to prove
(16). We prove (16) at first for the case s>3 and hence r<Cf).
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Ad (16). Let r' fulfill l/r'+I/r=1 and s' fulfill l/s'+I/s=1. As
r> (s-2)/(s-3) we have

r
s>2+--;

r-l
1 < s' < r; r' < s - 2. (22)

According to (22) there exists:1. E (0, I) with

I
s'=:1.·1 +(I-:1.)r and hence :1.=--(r-s')E(O, I). (23)

r-l

Let I < a < (4~!')2, then fi/4'/s < 1.
Now put

Mo= {I ~ i ~ 1+ 1: m(i) ~ ai
}

M 1 = {I ~i~l+ l:m(i»a i
}.

We prove that

D:= L;;;;WI ll/Jmli)S~'ll)ldP~C5P,llcpllr (16)1
iE i\.1() Ami!)

E:= L ;;;;WI .ll/Jmli)S::',(1)1 dP~C6P,llcpllr' (16b
iE/vII Amid

Obviously (16)1 and (16b imply (16).

Ad (16k We have by Holder and Lemma 7 using the definition of M o

iE /\-tu i E A10

As 1/:1.>1 and (1/:1.)'=(1/:1.)/(1/:1.-1)=1/(1-:1.), we have according to
Holder's inequality and (23)

Using (9) and (7) we obtain

By (I) and Lemma 5, we have Ilcp,llr~21Icpllr; hence (8) implies

Ill/Jmil) II r ~ 411 cp II r'

(25)

(26)
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From (25), (26), and (23) we obtain

From (24) and (27) we obtain

Hence we have proved (16) I "

Ad (16)2" Using the Holder inequality we obtain from (26)

(27)

(28)

i co All

~411<Pllr I Jm(i)IIS~II)IAml,}II,"
i EO /\11

We have for m ~ 2- as S IYI dP ~ :L:~ 0 P { IYI > v }--

= [(s - 1) Ig m]'2 rI / S;;, I'· I :ls;,I!,ls I ilgm> I} dP
. v(s-I)lgm

~ 2(s-1 1'/2 (Ig m)'c f P {·I / S;;, Ir > v}
Ic I V (s -I) Ig m

= 2(s - 11'2 (lg m)'!2 I P{ IS,~I > vl/,(s - 1)12 JIg m}

and hence according to Lemma 6

"'\' 1 1
~ ('1O(1g m)' /C Ps V;-N v'/"(s _ 1),/2 (lg m)'C mls 2)/2"

Therefore

(29)
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(30)

Let () = ()(r, s) := (s - 2)/2r' -~. From (29), (30), and m(i)?, a' we obtain

I I
E~c13II<pII,p,.L (a<')'/' r)/2,'

IF .tl)

(31 )

As (»O (here we use for the first time r> 1+ 1/(s-3)) and a> 1, (31)
implies (16 b. Thus the result is proven for the case r < x.

It remains to prove formula (16) for r = x, s = 3. Therefore, it suffices to
prove (16)1 and (16b with

where 1< a < 42
/
3

• Since (16) I follows by similar methods as for the case
r <x it remains to prove (16 b. Since

r IljIm(I)S:'(I)1 dP ~ 2 f IS~l(ill dP 11<p11 y

v A mUI A mlll

we have to prove

L Jm(i) r IS~'(ill dP ~ C 6 P3'
ie .HI ~ AIII(!1

(32 )

For the dimension k= I relation (32) was proven in [4, proof of
Theorem 2, formula (15)]. Let X lI := (XII • I ,· .. , XII.d, and S~,.,,:=(ljj;)
I:;' I X".,. for v = 1, ... , k. Since V = I, we have o-(XlI .,,) = I and
P3., = P[IX1 ,1 3] ~ P3' Consequently we have for v = 1,... , k

L Jm(i) r jS';,(iI.,·II: >1'~.'v2Igm(I): dP~CI4P3.,,·
iE ,HI '"

Hence (32) follows from

k

15* ·1 I <. fk"'mIl) Am(11 -....:.: V L
\'=1

using P3,,~P3'

This dl-Inequality (A) directly implies Theorem 4: Apply (A) to
j=j(n)= [njlgn].

The following dr-Inequality implies Theorem 7: Putj=j(n)= [n/2].
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(B) dr-INEQUALITY. Let X" E' ~(lRk), n E' N, he i.i.d. with positive definite
covariance matrix V, where 3 :( s < CXJ; and let cp E' .:f~( IR) where lis + 1/r = 1.
Let f: IRk ---. [ - I, I J he a Berry- Esseen function. Then there exists a con­
stant c = ds, k) such that for all j:( n/2

IP[U S,n cp J - (/JoAfJ P[cp JI

cp + 4c . ( I I . .):( '/./ II cp II, + L -;= d,( cp, .'71,) + 2 dr ( cp, .Cltj)
",/ n \' 2 '.II V

where c/ is the constant occurring in the definition oj a Berry-Esseen
function.

Proof The proof runs similarly as the proof of the dl-Inequality (A).
Let P[X,J=O, V=1.

There exist .~-measurable Cp,: Q ---. IR with

Let j and n with j:( n/2 be fixed. Put

\' E'~. (I)

m(O) :=0, (2)

Define m(i) as in (A). Then (5)-(7) of (A) hold with II(Pllr instead of Ilcplll'
Define ljJ"'liI and L(ljJ) as in (A). Then (9)-(12) hold, too. To prove the
assertion it suffices to prove

(14 )'

(15 )'

(16)'

The proof of (14)' runs as the proof of (14) in (A ). To show (15)' it suffices
to prove

(15)"

The proof of (15)" runs as the proof of (15) in (A), if we put ai' = y'. fl,

x mUI = IlljJ",u)II,.
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Furthermore we obtain using the Holder inequality and Lemma 7

1+ I 1+ 1

I j;(i) P[Il/JmU)S~'UIIJ~ I j;(i) IIl/Jmulll r IIS~u)ll\
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i= 1

Hence (16)' follows from (15)".

i= 1

1+1 ~

~cp\ I Jm(i) IIl/Jmu)llr.
i---::: 1

4. PROOF OF THE EXAMPLES

In this section we give the proofs of the five examples of Section 2.

Proof of Example 1. Let g( t) = (e,2/2/t(lg t)2) I [2. xc)( t), t E IR, and put
cp = gc XI' Then 0 ~ cp E 2"1(Q, .<#, P, IR) and d1(cp, .Cl1,,) = 0 for all n EN. It
remains to prove (ii). Using Lemma I we obtain for n ~ 3

Prooj' oj' Example 5. There exist i.i.d. nonatomic XII' n EN, with
variance 1, such that P,X1=po(-Xd and P{XI>t}~I/t'(lgt)2 for
t->oc. Then X II E2"JIR) and P[XIIJ=O. As r<l+l/(s-3) we have
.I' < 2 + r/(r - 1) and hence there exists 15 with

1<15<1

By (I ) there exists T 2 with

and 15(s-r/(r-1 ))< 1. (I)

.I' b( I - r) + (T 2 + I) r> I.

(2)

(3 )
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Then by (2)

LANDERS AND ROGGE

(4)

Let (P,.:= (lg 1')2 v'"

that
",: and put <p = L, r, (P,·· At first we show

(P E'l~( IR ). (5 )

Since <p,.? 0, V EN, are independent and ,w) - (I 2 + I)? O. according to [2,
Lemma I, p. 358], relation (5) is shown if we prove

As

I P[<p~J < x.
\' c

(6)

relation (3) implies (6).

Furthermore we have

\,_\(i( I r 1+ (T:; + I I'"

I
-'-1:0:; con "V r: T -

i.e., (i) holds. It remains to prove (ii). As P XI = P (- XI) and P XI IS

nonatomic Lemma 8 yields

cP(O) P[ <p,,] - P(s,~ :0:; 0, <p,)? 0

Now we show that for some 1'0 EN there holds

for 1',I1EN. (7)

cP(O) P[<p,.] - P(S,; :0:;0, (P,)

1 1
?c1 - for l'o:O:;v:O:;n I2

".
/'- Vf2 t I ,)

-...jn
(8 )

To prove (8) we apply Lemma 3 with k=l,a=v'" and B={St?a}=
[XI ?a} and we obtain for all I' with c(P X I )I"\:O:;V:O:;I1I2<'

cP(O) P[(P,] - P(S,~:o:; 0, <p,.)

? c(lg 1')2 1''''
1

(", II -----;= v"P[X
I
> r").

,,/11
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Since P{ XI > t} ~ I/t'(lg t)2 this implies for 1'0::;; V ::;; n 1/2<1 with appropriate
1'0 E N

I I
>c -----,-------,
/'" 3 ! V'2+ 1 ()vn

i.e., (8) is shown.
As 0<'2+ 1-6< I by (I), (2) we obtain from (7) and (8) for suf­

ficiently large n

1 ,,12,' 1
$(0) P[<p J- P(S,;::;; 0, <p) ~ c]~ I~'() vT2+ 16

i.e., (ii) is fulfilled.

Proof of Example 8. Let a=c(PcXd, where c(poXJl is the constant
occurring in Lemma 3. Let <P = <P~,fi := L,E N <P" where <p, = (l/v l H)(lg I')/i

I :s; ;;,,,:' Then <p E ~ and

d,(<p, .Cl1,,)::;; II,E <PIt::;; I~" 11<p,1Ir

I::;; I ~(lgl')li=O(n x(lgn)li).
v>n

( I )

Hence (i) is fulfilled.
Applying Lemma 3 to v::;; nl2 /\ nla 2 and B = {S~ ~ a} E .91", we obtain

$(0) P[ <p IJ - P(S,; ::;; 0, <p \,)

I
=-I+ (lg 1')/1 ($(0) P(B) - P(S,;::;; 0, B))

v x

I A'~Cl-l+ (lgV)li -aP{S~~a}.
v x n

$(0)P[<pIJ-P(S:::;;0,<P,)~C2 1;- l/~H(lgl')11
In v

V

if \'0::;; v::;; [n12 /\ nla 2J=: j(n). This implies for sufficiently large n
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/(11)

I (tP(O)P[ep\'J-P(S:~O,ep\,))
\' \'0

~ c,n 1/2lg 19 n; 'J.=~,f3= -1

~ c1n 1/2(lg n )/1+ I ; 'J.=~,f3> -1

~ c,n '(lg n )13
; O<'J.<~.

(2)

As P XJ=po(-XJl and poX I is nonatomic we have by Lemma 8
P(S,; ~ 0, S: ~ a) ~ ~P(S: ~ a) and therefore

tP(O)P[epvJ-P(S,;~O,ep,)~O foraB v,nEN. (3)

Hence (2) and (3) directly imply (ii).

Proof of Example 9. Let X,I' n E N, be i.i.d. such that po Xl has density
p( t) = (c III ti' + I[lg Itl r) 1[b. )( Itl) with respect to the Lebesgue measure.
Then X II E2';.(IR) and P[XIIJ=O,nEN. Let g(t)=t'lr l[2.oo)(t) and put
ep=gcX1. Then O~epE2;.(IR) and dAep,dn)=O,nEN. Put
T 1 : = ~. (s - sir), then 0 < T I < ~. Hence it suffices to prove

tP(O) P[ ep J - P(S,; ~ 0, ep) ~ C (In-'' 2 for sufficiently large n. (I )
g n)

Using the Theorem of Berry-Esseen and Lemma I, we have for sufficiently
large n

tP(O) P[ep J- P(S,; ~O, ep)

= I tP(O) g(X 1 ) dP - I g(XJl P(S: ~ 0 IslJl dP

= I tP(O) g(XJl dP - I g(XJl FII _ 1 ( - a J-=t Xl) dP

~ffltP(O)-tP( - aJ-=tt)jg(t)(POXJl(dt)-~

~ C1r ltP(O) - tP ( - a J-=t t)1tl~lg(;;21) dt-~

I
·I u·,-jr-ls+11 C

~c1(n_I)1/2+1/2[s/r (s+IIJ . du-_2

. 2 [lg lui~ J2 .fit

~ c4 n "r [lg~3'lp)J2 du-~~ C (~~;2'
i.e., (I) is proved.
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5. AUXILIARY LEMMATA
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In this section we collect all lemmata which are needed for the proofs of
the results and examples of Sections 3 and 4.

I. LEMMA. Let X n E 2'3{lR k
), n E I\J, he i.i.d. with positive definite

covariance matrix. Then we have for x E IRk and v, n E I\J with v < n that

w---+Fn ,,(J nx-J v S;{W))
n-v n-v

is a version of P{S: ~ x 1.CJ1vl.

Proof Direct computation.

2. LEMMA. Let X n E 2',{lR k
), n E I\J, he i.i.d. with covariance matrix I. Let

f: IRk ---+ [ -1, 1] he a Berry-Esseen function. Then there exists a constant
c = c{k) such that for v< n

Ct [V r-;- *1IP(foS:ls1,,)-ct>o.I[fJl ~ ;:::---::+c -+ ;-IS, I .
y'n-v n \jn-v

Proof According to Lemma 1 we have that for v < n

W---+Fn -I'(J n x-J v S;{W))
n-v n-v

is a version of P{S: ~ x 1.c1,,). Therefore

,( ;;;- dx- ~s,~).
~~ ~~

Hence we obtain

IP(f" S;; I,c1,,) - ct>oAfJ I

~ If f{x) (Fn _,(g dx-g S:)
- ct>o.! ( ;;;- dx - ~ s:))1

~~ ~~

+ If f{x) (ct>o.!(gdx-gs:)- ct>o.AdX)) I

= \f I ( In: v x+AS:) (Fn ,,- ct>o) dxl

+ If [f (F?- x +AS:) -f{x)l ct>o.AdX)I·
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Since f is a Berry-Esseen function Lemma 4 implies

~_c_.l_--+c[1

~
i.e., the assertion.

jsi-v g 1-+ -IS\~I,
n n-v

3. LEMMA. Let Xn E2"3(1R),nEN, be i.i.d. with positive variance. Then
there exist a universal constant c and a constant c(po Xd such that

ct>(0) P(B) - P(S: ~ 0, B) ~ c~ aP(B)

ifa~c(PoXtl,BE.94 with Bc{S:~a} andka2~n, l~k~n/2.

Proof The proof runs similar to the proof of Lemma 4 in [4].

4. LEMMA. There exists a constant c = c(k) such that for each
measurable function f: IRk --> [ - J, + 1]

If (f( ax + b) - f( x)) ct>oAdx)I~ c[(1 - a) + I~ IJ
for 0 < a ~ 1, bE IRk.

Proof It suffices to show that

If (f(ax) - f(x)) ct>o.!(dX)1 ~ c(1 - a)

if (f(X+b)-f(X)ct>oAdx)I~Clbl
Ad (1). W.l.g. a~~ (choose c~4). We have

for 0 < a ~ 1 (1)

(2)

and hence

if (f(ax) - f(x)) ct>o.idx)j ~ f '~k <Po.!Gy) - <po,iy)1 dy.

Therefore it suffices to find constants c I' C 2 such that for ~ ~ a ~ 1, y E IRk
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Let y E IRk be fixed and put
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g(a) = :k qJo,/ GY) - qJo'/(Y) for ! :( a :( 1.

As g( 1) = 0, we obtain from the mean value theorem

Ig(a)l:( (1- a) sup Ig'(~)I.
1/2 ~ ~ ~ I

Furthermore

Now (4) and (5) imply (3).

Ad (2). Let w.l.g. Ibl :( 1. We have

If [f(x + b) - f(x)] cJ>o,/( dX)1 = If f(x) [qJo,/(x - b) - qJo,Ax)] dxl

(4)

(5)

(6)

Using the mean value theorem and e-(1/2)lzI 2 :(e-(l/2)(lxl -l)2, for Ixl > 1 and
ZE [x - b, x], we obtain

IqJo,Ax-b)-qJo,Ax)I:(lbl sup IqJ~,Az)1
Z E [x - h,x]

= Ihl sup [zl qJo,Az)
ZE [x-h,x]

:( Ibl(lxl + 1) sup qJo,Az)
ZE[x--h,x]

:(lhl(lxl+l){lE(x)+e-(1/2)(lxl 112} (7)

where E= {z E IRk: Izl:( 1}. Now (6) and (7) imply (2).

5. LEMMA. Let 1< r < 00 and qJ E ~(IR). Let do c d be a sub-u-field of
,r.1 and qJo an do-measurable function with

IlqJ - qJolll = dl(qJ, do)·

Then
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Proof Let Q: Q x '% ---> [0, 1J be a regular conditional distribution of cp
given do. It is well known that CPo(w) is for P-a.a. WEQ a median of the
p-measure QL w)l86 (see [5J). Hence

ICPo(w)1 ~ 2 f Ixl Q(dx, w) P-a.e.

Then the convexity inequality implies

(1)P-a.e.ICPo(wW~2' flxl'Q(dx,w)

As S(S lxi' Q(dx, w)) P(dw) =SIcp(w)I' P(dw), integration of (1) yields the
assertion.

6. LEMMA. Let s ~ 3 and XnE ~(lRk), n EN, be i.i.d. with P(Xd = 0 and
covariance matrix I. Then there exists a constant c = c(s, k) such that

for all t>O with t2~(s-I)lgn.

Proof Apply Theorem 17.11 of [1 J to i.i.d. random variables with
Cov X j = I and b = 1.

7. LEMMA. Let s~2 and let XnE~(lRk), nEN, be i.i.d. with P[XIJ =0
and covariance matrix I. Then there exists a constant c = c(s, k) such that

IIS:II, ~ cp~!\.

Proof For k = 1 use Theorem 2 of [2, p. 356J and apply the proof of
Corollary 2 of [2, p. 357]. The case k> 1 follows directly from the case
k = 1.

8. LEMMA. Let XnE ~3(1R) be i.i.d. with positIVe variance such that
po Xl = po ( - Xl) and po Xl is nonatomic. Then we have for all a> 0 and
r, nE N

Proof It suffices to show

P(S: ~O, S: ~a)~P(S:>0, S: ~a).

The case r = n is trivial. The cases r < nand r> n follow by using Lemma 1.
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